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The War Over Maps



https://smartphones.gadgethacks.com/how-to/best-navigation-apps-
google-maps-vs-apple-maps-vs-waze-vs-mapquest-0194591/
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https://www.traffictechnologytoday.com/news/mapping/poor-maps-costing-delivery-companies-us6bn-annually.html
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Meanwhile, in Academia..
■ Shortest Path Queries:

 Too many algorithms: 
Implicitly assume road 
network is correct

 Either consider Free Flow 
(max speed) or given edge 
weights a

 Recent techniques use ML 
for path recommendation

■ Map Making
 Focus on discovering road 

network topology from 
satellite data or GPS traces

KDD 2018 Tutorial
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QARTA: Why..??
■ Problem came up from 

the Taxi company 
working in Qatar

Raya Daily (Sept. 8, 2020), 20

Too much construction and 
road changes  in town (in 
preparation to FIFA 2022)

Commercial maps cannot cope 
with such changes in road 
networks, and are not cheap
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QARTA: Main Concepts

■ Supports dynamics in the map 
topology and metadata

■ Map-Centric
 QARTA learns its own map in 

terms of topology and metadata

■ Query Calibration
 QARTA learns the error margins 

of various algorithms and use it 
to calibrate its answer

CACM, April 2021
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QARTA in Deployment

■ QARTA receives:
 ~235𝐾𝐾 daily API calls
 ~1 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 daily GPS tracks

QARTA is deployed in all Taxis in Qatar ~4𝐾𝐾vehicles

A local food delivery company ~3𝐾𝐾motorbiks

I’m here!

Taxi DispatchingFare estimation

Routing

■ APIs & Services:
 In-traffic routes 
 Travel time estimation
 Complex route planning
 OD matrices
 Search & addresses Link: https://qarta.io

https://qarta.io/routing
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QARTA Architecture
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Data Layer
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Data Layer
■ Storage and retrieval infrastructure for 

Points of Interest (PoI), trip information, 
and complete trajectories

■ Includes off-the-shelf spatial indexing 
methods

■ Digests incoming live high traffic data
■ Smart Data Crawling

 Can bootstrap its data by crawling some map 
services with limited number of API calls that
 Weekday/Weekend future days
 Different times of the day
 Short trips
 PoI trips
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Rule-based Data 
Cleaning & Wrangling
■ Existing efforts for data cleaning 

and wrangling do not support 
spatial and spatio-temporal data

■ Deployed Rules in QARTA
 Trajectories with a stop

 Split the trajectory
 Unrealistic points

 Remove the point
 Missing points

 Split the trajectory
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Trajectory 
Imputation
■ Dense trajectory 

data is needed 
for further 
analysis

■ Need to densify 
our trajectories
 Use the wisdom 

of the crowd to 
impute each 
trajectory
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Map Making Layer
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Edge Weight Inference: Who is doing it? 
■ Traffic departments: Loop detectors or plate recognition

■ Commercial Maps: Cell phone data
Edge Weights are considered as proprietary 

information, not to be shared
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■ Learning Edge weights per time granularity (e.g., hour)
■ Input: Trips (Pickup time/location, Drop off time/location)

w1

w2

w10

w9

w8

w7

w6

w3

w4

w5 w13

w12

w11

A

B
C

D

H
E

I
F

J
G

(A, F, 15)  w2 + w5 + w6 = 15

(B, H, 28)  w3 + w7 + w8 + w9 + w11 = 28

(A, I, 19)  w1 + w3 + w7 + w8 + w9 = 19
…
…

X equations in 
Y unknowns Ridge 

Regression 
Analysis

Edge Weight Inference in QARTA:
High level Idea

Edge weights 
per granularity

Temporal 
Granularity
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■ Input: Trips (Pickup time/location, Drop off time/location)
 The lowest common denominator of publicly available trajectory datasets
 For each trip t, 𝛿𝛿𝑡𝑡 is the actual trip time as (Drop off time – Pickup time)
 For each trip t, a trip path Pt [ e0, e1,…..el ] is a sequence of edges from 

an off-the-shelf routing engine

 Each edge e has a known length le (in meters) and unknown unit edge 
weight We (sec/meter). 

 Time to travel through e is Wele. Time to go through Pt is ∑𝑒𝑒𝜖𝜖𝜖𝜖𝜖𝜖𝑊𝑊𝑒𝑒𝑙𝑙𝑒𝑒

Problem Formulation

■ Objective: Given a set of trips T, find the weights We that 
would minimize:

�
𝑡𝑡𝜖𝜖𝜖𝜖

�
𝑒𝑒𝜖𝜖𝜖𝜖𝜖𝜖

𝑊𝑊𝑒𝑒𝑙𝑙𝑒𝑒 − 𝛿𝛿𝑡𝑡

2
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X equations in 
Y unknowns Ridge 

Regression 
Analysis

Basic Solution

Edge weights 
per granularity

Temporal 
Granularity

■ Objective: Given a set of 
trips T, find the weights 
We that would minimize:

�
𝑡𝑡𝜖𝜖𝜖𝜖

�
𝑒𝑒𝜖𝜖𝜖𝜖𝜖𝜖

𝑊𝑊𝑒𝑒𝑙𝑙𝑒𝑒 − 𝛿𝛿𝑡𝑡

2

■ Challenges:
 A direct solution may result in zero or negative weights
 Scalability is a major issue: Hundreds of thousands of edges with 

millions of trajectories
 Over-fitting for unreliable edges
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■ Problem: Each edge in the graph, regardless of its popularity, 
acts as a regression feature  Over-fitting & unnecessarily 
expensive computations. 

Tuning Step 1: Heavy Edges Inference

■ Objective: All light edges have the same weight 𝑊𝑊0 . Need to only 
find weights of heavy edges:

�
𝑡𝑡𝜖𝜖𝜖𝜖

�
𝑒𝑒 𝜖𝜖 (𝑃𝑃𝑡𝑡∩𝐻𝐻)

𝑊𝑊𝑒𝑒𝑙𝑙𝑒𝑒 + 𝑊𝑊0 �
𝑒𝑒𝜖𝜖 (𝑃𝑃𝑃𝑃\𝐻𝐻)

𝑙𝑙𝑒𝑒 − 𝛿𝛿𝑡𝑡
2

■ Number of regression features is reduced by two orders of 
magnitude  higher scalability and less over fitting

■ Idea: Distinguish between heavy (popular) edges H, where high 
accuracy is needed and light edges. H includes the top-k edges in 
terms of number of trips covering them (default K=10,000). 



23

■ Problem: A long road is usually represented by multiple connected 
edges, that are highly likely to have the same weight

Tuning Step 2: Heavy Road Detection

■ Objective:

�
𝑡𝑡𝜖𝜖𝜖𝜖

�
𝑔𝑔:𝑃𝑃𝑡𝑡∩𝐻𝐻𝐻𝐻≠∅

𝑊𝑊𝑔𝑔𝐿𝐿𝑔𝑔 + 𝑊𝑊0 �
𝑒𝑒𝜖𝜖 (𝑃𝑃𝑃𝑃\𝐻𝐻)

𝑙𝑙𝑒𝑒 − 𝛿𝛿𝑡𝑡
2

, 𝐿𝐿𝑔𝑔 = �
𝑒𝑒𝜖𝜖 𝐻𝐻𝐻𝐻

𝑙𝑙𝑒𝑒

■ Idea: Group each of such edges together as one Heavy Road with 
one weight 𝑊𝑊𝑔𝑔. Split heavy edges H into r disjoint sets H1 to Hr

■ Number of unknowns is reduced to r+1, number of model features 
is reduced by 75%  higher scalability
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■ To avoid having 𝑊𝑊𝑔𝑔 ≤ 0 , we use Ridge regression 
regularization, where we add a regularization term that 
penalizes weights deviating from the average speed:

Tuning Step 3: Enforcing Physical Constraints

■ Objective: 

�
𝑡𝑡𝜖𝜖𝜖𝜖

�
𝑔𝑔:𝑃𝑃𝑡𝑡∩𝐻𝐻𝐻𝐻≠∅

𝑊𝑊𝑔𝑔𝐿𝐿𝑔𝑔 + 𝑊𝑊0 �
𝑒𝑒𝜖𝜖 (𝑃𝑃𝑃𝑃\𝐻𝐻)

𝑙𝑙𝑒𝑒 − 𝛿𝛿𝑡𝑡
2

+ 𝛼𝛼�
𝑔𝑔

𝑊𝑊𝑔𝑔 − 𝜎𝜎 2

𝐿𝐿𝑔𝑔 = �
𝑒𝑒𝜖𝜖 𝐻𝐻𝐻𝐻

𝑙𝑙𝑒𝑒

Average speedRegularization strength
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■ Divide all trips into time granularity (e.g., one hour)
■ Solve the regression equation per time granularity

Heavy 
Edge/Road 
Detection

X` equations in 
Y` unknowns Ridge 

Regression 
Analysis

X equations in 
Y unknowns

Edge weights 
per granularity

Granularity

10K equations in 
500K unknowns

1K equations in 
5K unknowns

Hour

Edge weights 
per hour

Edge Weight Inference in QARTA

■ More than 99% of the roads satisfy the physical constraint. For 
those that do not, we set edge weight to the minimum possible 
value (1 / maxspeed)
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Map Making Layer
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■ Need rich metadata (annotation) for road networks
 Speed limit
 Number of lanes
 Road type
 Traffic lights
 Safety
 Eco-friendly

■ Public maps have very poor metadata coverage

■ Metadata inference in QARTA is framed as a supervised 
learning problem
 Step 1: Find the best models that would map road features to certain 

metadata
 Step 2: Use these models to predict the missing metadata values

Metadata Inference
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■ Feature Engineering
 Structural features (one per road)

 Road length, Number of in/out junctions, Road curvature
 Functional features (one per time granularity per road)

 Speed average, Speed standard deviation, Density, Distance to 
center line

■ Learning Kernel
 A list <Vi, Li> for each metadata L and road segments with known L
 Partition the list to: Training, Validation, and Testing datasets
 We experiment with different machine learning techniques

 Logistic regression, support vector machines, random forests, 
boosting gradients, and deep neural networks,

 Models are stored with their Key Performance Indicators

Metadata Inference
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Map Making Layer
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■ QARTA deploys off-the-shelf techniques for 
constructing map topology from GPS traces

Map Making

KDD 2018 Tutorial
Sijie Ruan, et al. “Learning to Generate Maps from Trajectories”. AAAI 2020

■ Trajectory Imputation significantly boost  the accuracy

Kharita + Trajectory ImputationKharita with no Trajectory Imputation
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■ Classical topic in transportation

■ QARTA deploys off-the-shelf
techniques for
 Snapping GPS tracks on 

underlying road network

 Removing outlier GPS points that 
do not match the road network

Map Matching
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■ Map Making implicitly assumes that GPS traces are correct

■ Map Matching implicitly assumes that the road network is accurate

Match or Make

■ Example: A roundabout that 
is recently converted to a 
bridge with two new exits:
 Applying Map making on GPS 

traces would make new roads 
for points A and B

 Applying Map Matching would 
snap points A and B to a wrong 
map
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■ Given a road network R and GPS points P, decide on the part(s) of 
the map where R is more accurate than P and vice versa. 
 For parts where R is more accurate  Do Map Matching to match P on R.
 For parts where P is more accurate  Do Map Making from P

■ Idea: Use ML supervised learning to learn the features of accurate 
maps and points, then use it to classify the map and points
 Step 1: Finding accurate points and roads 

 Those that match perfectly
 Step 2: Inject various forms of errors in some correct roads and points

 Remove a segment, shift road/point coordinates, reduce road resolution
 Step 3: Feature extraction & model building

 Build ML classifier model that maps point features to how good/bad it is.
 Step 4: Decide to Match or Make

 Use the developed ML model to decide about the points we are doubtful 
about

Match or Make
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Query Calibration Layer
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■ The accuracy of query answers heavily 
rely on Estimated time of Arrival 

Estimated Time of Arrival (ETA)

■ The accuracy of the estimation 
depends on the accuracy of the 
underlying map, time of the day, and 
various factors

Idea: Can we study the error patterns of each algorithm 
under various context, and use to adjust the query answer.

OSRM Google Maps
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■ Trip: (Pickup time/location, Drop off time/location, 𝛿𝛿)
 𝛿𝛿 is the difference between actual and estimated time of the trip

Model Building: Feature Engineering

■ Features in V that would impact 𝛿𝛿
 Spatial Zoning

 Origin
 Destination

 Temporal Zoning
 Pickup time
 Drop off time

 Trip Characteristics
 Trip distance
 Trip duration

Trip Data

( V, 𝛿𝛿 ) 

Training Data
Feature 

Extraction
Feature Vector 

V
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■ Need to find a function F that maps Vi to 𝛿𝛿i while minimizing a loss 
function L for all trips in T

1
𝑇𝑇

× �
𝑡𝑡𝑖𝑖 𝜖𝜖 𝑇𝑇

𝐿𝐿 𝛿𝛿𝑖𝑖,𝐹𝐹(𝑉𝑉𝑉𝑉)

Model Building: Training

( Vi, 𝛿𝛿𝑖𝑖 ) 

Training Data
Gradient 
Boosting

Regressor

Model M that maps V to 𝛿𝛿

■ A model M will be built for 
each ETA algorithm and 
driving modality



Algorithm Modality Model
OSRM Vehicles M1

OSRM Motorbikes M2

. . . . . . . . .
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Query Calibration in QARTA
■ Shortest Path queries

Origin, 
Destination, 
Start time

Route & ETA

𝛿𝛿 +Feature 
Extraction

Algorithm Modality Model

OSRM Vehicles M1

OSRM Motorbike M2

. . . . . . . . .

Feature Vector 
V

Shortest Path 
Algorithm

Route & 
ETA + 𝛿𝛿

■ Range and kNN queries

Answer 
+ETA

Range / kNN
query processor

Origin, 
Distance 

or K

Algorithm Modality Model

OSRM Vehicles M1

OSRM Motorbike M2

. . . . . . . . .

Answer +ETA
Feature Extraction

Feature Extraction

Feature Extraction

…

𝑉𝑉

𝑉𝑉

𝑉𝑉

……

Feedback
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User Interface & Performance Evaluation
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Experimental Evaluation
■ Based on real deployment of QARTA
 All taxis in Qatar ~4𝐾𝐾vehicles
 A local food delivery company ~3𝐾𝐾motorbikes
 ~235𝐾𝐾 daily API calls
 ~1 𝑀𝑀𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑜𝑜𝑛𝑛 daily GPS tracks

■ ML Model Building
 250K trips: 75% for building the model, 25% for testing

■ Underlying Algorithms
 OSRM for shortest path
 OSM Map
 Off-the-shelf algorithms for range and k-NN queries
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Spatial and Temporal Zoning for Edge Weight Inference

Administrative Zones (Sparse)

Transportation Zones (Dense)
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QARTA vs Other Map Services: Shortest Path Query

■ Q-Map: Runs QARTA Map 
Making layer without any 
calibration
 OSRM on QARTA map

■ Q-Calib: Runs QARTA 
calibration without Map 
Making layer
 Calibrating OSRM engine
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■ Daytime trips are the 
ones affected by traffic, 
and QARTA is 
consistently better

■ Shorter trips are mostly 
affected by traffic

■ Number of long trips is 
low, hence QARTS is not 
doing good

■ In Doha, a 30KM trip is 
too long, across the 
whole city

QARTA vs Other Map Services: Shortest Path Query
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■ Precision: Number of items in 
KNN list that overlap with 
ground truth 
 All very similar performance

■ NDCG: A ranking quality 
measure that takes into 
account the order if items in 
the list

QARTA vs Other Map Services: KNN Query
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To: Choose destination

72%

From: Choose origin

Free

Hired
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Karwa

Rafeeq

Karwa Rafeeq

QARTA Dashboard
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QARTA MAP

Run Every :
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QARTA Calibration

QARTA Cal 14-03-2021Component: Date: MAPEMetric:

1 day7 days
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30 days

7 days

24 

Upload shape file

18.2%

18.9%
18.7%

QARTA Admin Panel
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